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About RT2

Welcome to the BITSS community! We are pleased to host you for our Research Transparency and Reproducibility Training (RT2), hosted for the first time online Sep. 21-25, 2020. RT2 provides an overview of tools and practices for transparent and reproducible social science research. We focus on topics such as:

- **Scientific norms and threats to credibility:** The scientific ethos as interpreted by Robert Merton in 1942 asserts collaborative, ethical, transparent, and reproducible research as a means of advancing the credibility of the scientific enterprise.

- **Pre-registration:** The registration of study designs in public repositories prior to data collection allows for better tracking of the universe of studies in a given domain, including studies with null results that are rarely published. This begins to tackle the “file-drawer problem” whereby only statistically significant findings are reported.

- **Pre-analysis plans:** The design and use of a pre-analysis plan (PAP)—a step-by-step plan, written before data are analyzed, describing hypotheses and strategies for analyzing data—can help protect against data mining and restrict researcher “degrees of freedom” in confirmatory research.

- **Tools for transparent and reproducible workflows:** A plethora of software and online tools can facilitate transparent and reproducible workflows. Some examples are the Open Science Framework (OSF), Git, various R and Stata packages, Dynamic Documents, and Jupyter notebooks.

- **Open data:** To facilitate review, replication, and reuse, researchers can publicly post their data and code. Data provenance helps original authors, as well as replicators and research users, appropriately attribute and track the data that underlies the analysis. When relevant, researchers should also have a good understanding of how to balance data usability with the protection of human subjects and privacy by making use of data de-identification and other tools for mitigating loss of confidentiality.

- **Appropriate use of statistics and interpretation of evidence:** Adequate powering of studies to avoid false positives, adjustment of statistical tests for multiple hypotheses, and use of appropriate meta-analytic techniques are first steps in accurately interpreting results.

RT2 aims to sustainably change scientific norms and practices as learners and instructors like you continue to incorporate innovative tools and methods into curricula at your own institutions, as well as your own workflows.

All instruction materials can be found at: [https://osf.io/a9hck/](https://osf.io/a9hck/)
To help you get the most out of this five-day event, this Participant Manual includes instructions for preparing for hands-on sessions, required software downloads, a Glossary with definitions of basic concepts, a pre-event Reading List, and bios of RT2 faculty, participants, and organizers.

If you are interested in joining our network of trainers and consultants, or in finding someone who can provide support tailored to a specific situation or project, please visit our website to learn more about the BITSS Catalyst Program.
Pre-Training Actions

Before September 21, 2020, please take the following actions:

1. **Sign up for a Zoom account**

All sessions and office hours will be hosted on Zoom, a popular video conferencing platform. If you don’t have a Zoom account, you can sign up for free [here](https://osf.io/a9hck/). To join a Zoom video conference at RT2, first log in to your account and then click on the link provided by BITSS (we’ll include these in calendar invitations and an email to be sent before the event). For security purposes, we will provide you with a different link and password for every day of the training – please don’t share them with anyone.

During hands-on sessions, there will be a “help desk”—a parallel Zoom room where a BITSS staff member or RT2 helper will be available to answer quick questions related to the session. During “off hours” and in-between sessions, the help desk link will serve as a “virtual water cooler,” where you can come and chat with other RT2 participants.

2. **Sign up for a Slack account**

Just because this is a virtual training, doesn’t mean that you can’t meet new friends and collaborators! To help you learn more about your fellow RT2 participants and share your thoughts and experiences on transparency-related topics, we have set up a few Slack channels, organized by days and topics. Each day, we will post a few questions and prompts related to topics discussed that day and *ask you to chime in by sharing your personal perspective or experience in response to at least two postings by other participants*. [Click here](https://osf.io/a9hck/) to create a free account (if you don’t have one already) and join the Slack workspace for RT2. If you’re new to Slack, get started with [this quick tutorial](https://osf.io/a9hck/).

3. **Sign up for an OSF account**

The Open Science Framework (OSF) allows you to store your research files and link research components together across several platforms, such as Dropbox, Dataverse, and GitHub. It version-controls any files you upload, and you can register a project to create a frozen time-stamped version with a persistent URL. Sign up for a free account [here](https://osf.io/a9hck/).

4. **Review study pre-registration**

In the Improved Specification hands-on sessions, you’ll walk through a power analysis using [DeclareDesign](https://osf.io/a9hck/) and develop a pre-analysis plan for an experimental or observational research project. By writing a PAP, you can demonstrate that your significant results are not just findings from a successful fishing expedition. Think of one of your recent studies, or a study that you would like to conduct, and see Appendix A (for experimental studies) and Appendix B (for observational studies) to read more about how to prepare your pre-registration.

All instruction materials can be found at: [https://osf.io/a9hck/](https://osf.io/a9hck/)
5. Create a GitHub account and install the GitHub Desktop app or GitKraken

The date-and-initial version of tracking changes to your files is not very helpful when working on projects that are complex or involve multiple contributors. If you want your work to be reproducible, use version control. It has a learning curve even for xkcd-type people, but it’s worth it! (Read Gentzkow and Shapiro, chapter 3 on why.) Software Carpentry and GitHub have great tutorials.

Create a GitHub account

Create an account at GitHub.com. GitHub is a popular online storage platform for your repositories (folders/projects) that are version-controlled with Git.

Install the GitHub Desktop app

If you plan to attend one of the sessions for version control with GitHub Desktop app, download and install the GitHub Desktop GUI app. Note that this is currently only available for Windows and Mac users. Linux users can use the command line or pick one of the other GUIs listed here.

If you are comfortable using the command line and would like to, we also recommend Windows users install Git Bash.

Install the GitKraken app

If you plan to attend the "Collaboration with GitHub and GitKraken" session, download and install GitKraken. Make sure you open the software at least once and log in using your GitHub account.

Then, watch this introductory video (90 min) at and try to complete the solo exercise by following the slides at https://osf.io/b4yvj/. This will ensure you have the setup correctly installed for the group hands-on session.

Don’t worry if you have any issues or don’t fully understand any of the above -- attend the software office hours before the training and we will get you sorted out.

6. Install software for Dynamic Documents – for R or Stata

You can write your code and your paper in one place. This means less chance of making silly copy+paste errors, and that you’ll never have to wonder which code chunk produced which figure, where on earth you saved it, or whether your paper uses the most up-to-date version.

In R, this can be done with R Markdown, which is built into R Studio. If you’re an R user, please download and install R and R Studio. When you open a new R Markdown file in R Studio, it starts with a really simple example, or you can learn more here.

In Stata, a few user-written commands have been developed to do this. The RT2 session will use markstat, which can be installed or updated with the following commands:

```bash
ssc install markstat, replace
ssc install whereis, replace
```
The syntax is explained in the built-in help file. For markstat to work you also need to install Pandoc, a pretty cool Swiss-army knife that converts almost any markup file to almost any other.

From Stata 15 onwards, the built-in commands putpdf, putdocx and dyndoc were created to ease the generation of dynamic documents in the Pdf, Word or Latex format (here is a nice review of dyndoc). Other available user-written commands, which will be briefly discussed, include texdoc and markdoc.

For Python and/or Jupyter notebooks, please install Anaconda, and make sure that JupyterLab works, once you run Anaconda Navigator. Please also install Pandoc and latex, as described above.

Once Anaconda is installed, please go to the following websites and install jupyter and jupyter-book.

7. Install DeclareDesign in R

DeclareDesign is a system for describing research designs in code and simulating them in order to understand their properties. Because DeclareDesign employs a consistent grammar of designs, you can focus on the intellectually challenging part – designing good research studies – without having to code up simulations from scratch.

To install the latest stable release of DeclareDesign, please ensure that you are running version 3.3 or later of R and run the following code:

```
install.packages("DeclareDesign")
```

If you don’t think you’ll ever use R, ...

Companion software

The core DeclareDesign package relies on four companion packages, each of which is useful in its own right.

1. randomizr: Easy to use tools for common forms of random assignment and sampling. This is also available in Stata.
2. fabricatr: Imagine your data before you collect it.
3. estimatr: Fast estimators for social scientists.
4. DesignLibrary: Templates to quickly adopt and adapt common research designs.

8. Install LaTeX

Microsoft Word is nice and easy for writing short papers, but when you start writing longer papers, or you want to include any equations, quick formatting can become cumbersome. LaTeX is better for reproducibility since when you include your figures, you just refer to files, so there’s no question of
whether you remembered to update or not. LaTeX (download here) is also used by R Markdown and Stata dynamic document packages when you make PDFs, so you have to at least have it installed in the background. This is a large file, and you have to install the full version, so don’t leave this until the last minute. If you don’t install this, you won’t be able to make PDFs with the above dynamic documents software.

9. **Install a decent text editor**

You need a good way to edit plain text. On a Mac, the simplest thing to do is use the built-in TextEdit, but you will need to change the default so plain text, not rich text (rtf), is the output format. On Windows, you can use Notepad if you like, but we suggest something a little more powerful, like Atom, Notepad++, or Sublime Text. These have syntax highlighting, and add-on packages that can render markdown and things like that.
Suggested Reading List

This is a list of foundational and more recent literature related to social science research transparency and reproducibility challenges, as well as potential solutions and best practices. We suggest reading the **starred papers before RT2.

Find open access versions of the reading materials in this Zotero library.

1. Foundational literature


**Ioannidis, John P. A. “Why Most Published Research Findings Are False.” *PLOS Medicine* 2, no. 8 (August 30, 2005): e124. [https://doi.org/10.1371/journal.pmed.0020124](https://doi.org/10.1371/journal.pmed.0020124).


2. **P-curve**


All instruction materials can be found at: https://osf.io/a9hck/
3. **Researcher Degrees of Freedom**


4. **Power and Priors**


5. **Reproducibility and Replication**


All instruction materials can be found at: https://osf.io/a9hck/


6. Pre-Registration and Pre-Analysis Plans


7. **Statistical Disclosure Limitation**


All instruction materials can be found at: https://osf.io/a9hck/
8. **Meta-analysis**


9. **Transparent Reporting and Disclosure**


Other Useful Resources

Textbook

Christensen, Garret, Jeremy Freese, and Edward Miguel. *Transparent and Reproducible Social Science Research*. University of California Press, 2019. We have mailed free hard copies to everyone who shared their mailing addresses. In case you want an *e-book*, use code 17M6662 at checkout to take advantage of 30% discount.

Manual of Best Practices


BITSS Resource Library

We’ve compiled a wealth of tools and software, guidelines and templates, repositories, slide decks, and videos you may find useful in making your research more transparent and reproducible. We also list a growing number of blogs, commentary, and podcasts discussing challenges and innovations in the evolving open science movement. All content is searchable by type, topic (as it relates to the RT2 Roadmap), and discipline.

Accelerating Computational Reproducibility in Economics (ACRE) Guidelines & Platform

Computational reproducibility—the ability to reproduce the results and figures in a publication using the available data, code, and materials—is essential in ensuring that science is “self-correcting.” Developed by BITSS, the ACRE Guidelines provide detailed steps and criteria for assessing and improving the computational reproducibility of published work in the social sciences. The Guidelines are paired with the Social Science Reproduction platform, where users can upload the results of reproductions (conducted as part of a coursework or independently) and contribute to the development of reproducibility measures for economics sub-fields and bodies of literature.

MetaArXiv

MetaArXiv is a preprint service managed by BITSS for work on all aspects of transparency and reproducibility, and metascience in general. We welcome submissions of working papers, pre-prints, post-prints, and other scholarly works.

“Transparent and Open Social Science Research” MOOC

Based on Professor Ted Miguel’s UC Berkeley course on methods for transparent research, this 3-week, self-paced Massive Open Online Course (MOOC), explores the causes of the credibility crisis, as well as tools for making your own work more open and reproducible. You can access all of the course content on our website.

All instruction materials can be found at: [https://osf.io/a9hck/](https://osf.io/a9hck/)
**BITSS Registered Reports Resources and Services**

In March, 2018-November, 2019, BITSS supported the *Journal of Development Economics* (JDE) in launching Registered Reports (RRs) a form of peer review where papers are selected for publication based on the merits of their research questions and methodological quality before the results are known. All editorial and author resources developed as part of this project are now available for use by other journals in the discipline and beyond, and BITSS can offer support to other journals interested in adopting the format. Learn more [here](https://osf.io/a9hck/).

**BITSS Research Library**

We invest in innovative meta-scientific research, as well as in the development and testing of new tools and methods to contribute to a growing body of evidence on problems and solutions in science. Our research portfolio includes work led by BITSS investigators, as well as by our partners and grantees of our Social Science Meta-Analysis and Research Transparency (SSMART) grants. The **BITSS Research Library** catalogs all research projects supported or led by BITSS. All research projects are categorized by i) program, ii) metascientific topic, and iii) discipline.

**Best Practices for Transparent, Reproducible, and Ethical Research**

In 2018, BITSS partnered with the Inter-American Development Bank (IDB), a leader in the generation of knowledge on economic development in Latin America, to formalize internal standards for improved transparency and reproducibility. “**Best Practices for Transparent, Reproducible, and Ethical Research,**” the resulting technical note, recommends practices relevant for a variety of research activities including surveys, evaluations, economic analyses, and other applied research methods at the IDB. Though primarily developed for the IDB, the document provides useful guidance for other research organizations looking to formalize standards for transparent, reproducible and ethical practices.
## Glossary

At RT2, you will learn about a range of innovative open science practices and tools. The following is a list of common definitions of terms and concepts.

<table>
<thead>
<tr>
<th><strong>Analysis plan</strong></th>
<th>See <em>Pre-Analysis Plan</em>.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data citation</strong></td>
<td>The practice of citing a dataset, rather than just the paper in which a dataset was used. This helps other researchers find data, and rewards researchers who share data. Learn more <a href="https://osf.io/a9hck/">here</a>.</td>
</tr>
<tr>
<td><strong>Data and code availability statement</strong></td>
<td>Typically posted alongside a journal article, DCAS expand on and complement data citations. DCAS should provide sufficient details to access the data and code used in a paper for the purposes of replication or reproduction. Depending on the nature of the data and code, they may include: the exact location (DOI or URL, if no DOI available), access and use permissions, steps to obtain the data and/or code (if access is restricted), and other details. Learn more <a href="https://osf.io/a9hck/">here</a>.</td>
</tr>
<tr>
<td><strong>Data mining</strong></td>
<td>See <em>specification searching</em>.</td>
</tr>
<tr>
<td><strong>Data sharing</strong></td>
<td>Making the data used in an analysis widely available to others, ideally through a trusted public archive.</td>
</tr>
<tr>
<td><strong>Disclosure</strong></td>
<td>In addition to publicly declaring all potential conflicts of interest, researchers should detail all the ways in which they test a hypothesis, e.g., by including the outcomes of all regression specifications tested. This can be presented in appendices or supplementary material if room is limited in the body of the text.</td>
</tr>
<tr>
<td><strong>False-positive</strong></td>
<td>Incorrect rejection of the null hypothesis based on the outcome of a statistical test; a finding that provides support for a conclusion that is not true.</td>
</tr>
<tr>
<td><strong>Fishing</strong></td>
<td>See <em>specification searching</em>.</td>
</tr>
<tr>
<td><strong>HARK-ing</strong></td>
<td>Hypothesizing After the Results are Known.</td>
</tr>
<tr>
<td><strong>Literate programming</strong></td>
<td>Writing code to be read and easily understood by a human. This best practice can make a researcher’s code more easily reproducible.</td>
</tr>
<tr>
<td><strong>Multiple hypothesis correction</strong></td>
<td>Statistically taking into account that multiple hypotheses have been tested. This tends to decrease the reported statistical significance of any individual test conducted. The oldest method — and quite conservative — the Bonferroni correction, simply divides the significance threshold by the number of tests.</td>
</tr>
<tr>
<td><strong>Meta-analysis</strong></td>
<td>Also called a “systematic review”, a meta-analysis is the systematic combination of data or estimates across studies on a given topic.</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Null-hacking</strong></td>
<td>The complement to p-hacking, null-hacking, is the use of the same research practices to re-analyze open data to return a null finding, potentially leading to false negatives.</td>
</tr>
<tr>
<td><strong>Open Access (OA)</strong></td>
<td>Journals, articles, or other scholarly works that are freely available to the public, rather than only to those who pay for journal subscriptions. See HowOpenIsIt? for a detailed definition of the spectrum of openness.</td>
</tr>
<tr>
<td><strong>Open Data</strong></td>
<td>See data sharing.</td>
</tr>
<tr>
<td><strong>p-hacking</strong></td>
<td>See specification searching.</td>
</tr>
<tr>
<td><strong>Statistical significance</strong></td>
<td>A result has statistical significance when it is unlikely to have occurred if the null hypothesis is true. More precisely, a significance level (α) is the probability of rejecting the null hypothesis if it were true. In the social sciences, α is often defined as 0.05, though this threshold is up for debate.</td>
</tr>
<tr>
<td><strong>p-value</strong></td>
<td>The probability of obtaining a result at least as extreme, if the null hypothesis were true. A result is considered statistically significant when p is less than α.</td>
</tr>
<tr>
<td><strong>Pre-Analysis Plan (PAP)</strong></td>
<td>A document that details, ahead of time, the statistical analyses that will be conducted for a given research project. Expected outcomes, control variables, and regression specifications are all written in as much detail as possible. This serves to make research confirmatory in nature.</td>
</tr>
<tr>
<td><strong>Preprint</strong></td>
<td>A manuscript submitted to a dedicated repository, usually prior to peer review and formal publication. Preprints are typically published open access and include working papers, pre-prints (ready to publish), post-prints (published, but not typeset), and other scholarly works like dissertations, posters, reports, software package tutorials, and conference proceedings.</td>
</tr>
<tr>
<td><strong>Pre-registration</strong></td>
<td>See registration.</td>
</tr>
<tr>
<td><strong>Pre-specification</strong></td>
<td>Detailing the method of analysis before actually beginning data analysis; the same as pre-registration or writing a Pre-Analysis Plan.</td>
</tr>
<tr>
<td><strong>Protocol</strong></td>
<td>A document that provides a detailed description of a research project, ideally written before the project takes place and in enough detail that other researchers may reproduce the project on their own. Often used in the context of human subjects Institutional Review Board (IRB) protocols, but increasingly used in connection with pre-analysis plans.</td>
</tr>
<tr>
<td><strong>Publication Bias</strong></td>
<td>Publication bias exists when published literature is not representative of all completed studies on a given topic, and tends toward those with statistically significant results. Reviewers or journal editors may consider a null finding to be of less interest, or a researcher may fail to write up a null result even if it is a true outcome.</td>
</tr>
<tr>
<td><strong>Registration</strong></td>
<td>Publicly declaring that a hypothesis is being, has been, or will be tested, regardless of publication status. Registrations are time-stamped. When done prior to data collection and/or analysis, it is referred to as “pre-registration.”</td>
</tr>
<tr>
<td><strong>Registry</strong></td>
<td>A database of registered studies or trials, for example the <a href="https://www.aera.net">AEA RCT Registry</a> or <a href="https://clinicaltrials.gov">clinicaltrials.gov</a>. Some of the largest registries only accept randomized trials, hence the frequent discussion of “trial registries.”</td>
</tr>
<tr>
<td><strong>Registered Reports</strong></td>
<td>An alternative publication method wherein the design of a prospective research paper is evaluated before data is collected. Well-designed studies are given “in-principle acceptance” and will be published even if a null result is obtained. See <a href="https://cos.io">this page</a>, managed by the Center of Open Science, for journals practicing this form of peer review. This is often the preferred term in psychology, cognitive science, and behavioral science. The <em>Journal of Development Economics</em> uses the term ‘pre-results review.’ See also Results-blind Review.</td>
</tr>
<tr>
<td><strong>Replication</strong></td>
<td>Conducting an existing research project again. A subtle taxonomy exists and there is disagreement, as explained in Hamermesh, 2007 and Clemens, 2015. <strong>Pure Replication, Reproduction, or Verification (of computational reproducibility)</strong> – Re-running existing code, with error-checking, on the original dataset to check if the published results are obtained. <strong>Scientific Replication</strong> – Attempting to reproduce the published results with a new sample, either with the same code or with slight variations on the original analysis.</td>
</tr>
<tr>
<td><strong>Reproducible</strong></td>
<td>Whether or not a study can be repeated by another researcher to produce the same results as the original. “Computational reproducibility” refers to the ability to reproduce tables, figures, and results within a reasonable margin of error (generally 10%) using the available data, code, and materials.</td>
</tr>
<tr>
<td><strong>Researcher degrees of freedom</strong></td>
<td>Flexibility a researcher has in data analysis, whether consciously abused or not. This can take a number of forms, including specification searching, covariate adjustment, or selective reporting.</td>
</tr>
<tr>
<td><strong>Results-blind review</strong></td>
<td>A close cousin of registered reports, results-blind review features work that has already been conducted but is reviewed, as the name suggests, without knowledge of the results.</td>
</tr>
<tr>
<td><strong>Specification searching</strong></td>
<td>Searching blindly or repeatedly through data to find statistically significant relationships. While not necessarily inherently wrong, if done without a plan or without adjusting for multiple hypothesis testing, test statistics and results no longer hold their traditional meaning, can result in false positives, and thus impede replicability.</td>
</tr>
<tr>
<td><strong>Trusted digital repository</strong></td>
<td>An online platform where data can be stored such that it is not easily manipulated, and will be available into the foreseeable future. Storing data here is superior to simply posting on a personal website since it is more easily accessed, less easily altered, and more permanent.</td>
</tr>
<tr>
<td><strong>Version control</strong></td>
<td>The act of tracking every change made to a computer file. This is quite useful for empirical researchers who may edit their programming code often.</td>
</tr>
</tbody>
</table>
Meet the RT2 Faculty and BITSS!

The RT2 curriculum was developed and will be delivered by academic leaders in the open science movement. We present RT2 faculty and BITSS staff members in order of appearance in the RT2 Agenda.

Katie Hoeberling (BITSS Program Manager; Introduction to RT2)

Katie manages BITSS, leading fundraising, partnership development, training initiatives, and the Catalyst program. She previously served as a Borlaug Fellow in Global Food Security studying savings-led microfinance and farmer-centered innovation in Cambodia, supported an environmental impact assessment of California almonds and the revision of the Urban Forest Project Protocol for the California carbon market, and worked with the Food Chain Workers Alliance and the Los Angeles Food Policy Council. Katie has an MSc in International Agricultural Development from UC Davis and a BSc in Environmental Science from UCLA.

Edward Miguel (BITSS Faculty Director; The Scientific Ethos, Misconduct, and Transparency; Mertonian Norms + Pre-registration and Pre-analysis Plans)

Edward “Ted” Miguel is the Oxfam Professor of Environmental and Resource Economics and Faculty Director of the Center for Effective Global Action and Berkeley Initiative for Transparency in the Social Sciences (BITSS) at the University of California, Berkeley, where he has taught since 2000. Ted co-founded the Center for Effective Global Action (CEGA) in 2007, and co-founded BITSS in 2012. He has also served as the Co-organizer (with Dan Posner of UCLA) of the Working Group in African Political Economy (WGAPE) since 2002. His research focuses on African economic development and includes work on the economic causes and consequences of violence; the impact of ethnic divisions on local collective action; interactions between health, education, environment, and productivity for the poor; and methods for transparency in social science research.

Aleksandar Bogdanoski (BITSS Senior Program Associate; Lightning Talk: BITSS Scholarly Communication Innovations)

Aleks’s work at BITSS facilitates the introduction of transparency norms in journals and research organizations. He also supports MetaArXiv, communications, and event coordination. Before joining CEGA and BITSS, Aleks worked as a research consultant on anti-corruption research projects with the United Nations Development Program (UNDP) and US Agency for International Development (USAID). He holds a master’s degree in Public Policy from the University of York and Central European University.

All instruction materials can be found at: https://osf.io/a9hck/
Graeme Blair (Improved Specification I and II)

Graeme Blair is an Assistant Professor of Political Science at UCLA. He is a co-founder of the Project on Resources and Governance and an affiliate of the Center for Effective Global Action (CEGA), and Evidence in Governance and Politics (EGAP). Graeme uses experiments and field research to study the causes and consequences of violence in developing countries – and what we can do about them. Graeme leads the EGAP six-country “metaketa” study of community policing and co-leads the DeclareDesign project, which develops tools to enable researchers to learn about the properties of research designs before implementing them. Graeme is a 2016 Leamer-Rosenthal Prize Recipient.

Cecilia Mo (Improved Specification II)

Cecilia Hyunjung Mo is an Associate Professor of Political Science at University of California, Berkeley and an Associate Professor of Public Policy (by courtesy) at UC Berkeley’s Goldman School of Public Policy. Her research interests include significant contemporary challenges to development and moral issues of today like cultivating democratic citizenship, understanding and addressing the negative consequences of rising inequality, combatting modern day slavery, and reducing prejudice. She was recognized with APSA’s Emerging Scholar in Elections, Public Opinion and Voting Behavior (EPOVB) Award in 2020 and has received numerous prizes for her research.

Benjamin Daniels (Version Control for beginner users)

Benjamin Daniels is a Data Coordinator in the Development Impact Evaluation team at the World Bank. He works with DIME Analytics to create tools that improve the quality and reproducibility of development research. There, he supports best practices in econometrics, statistical programming, and research reproducibility across the DIME portfolio. This work comprises code and process development, research personnel training, and direct support for data analysis and survey development. These tools include software products like the World Bank Stata GitHub, ietoolkit and iefieldkit, and research resources like the DIME Wiki. As an independent researcher, Benjamin’s work focuses on the delivery of high-quality primary health care in developing contexts.

Fernando Hoces de la Guardia (BITSS Project Scientist; Version Control for beginner users; Dynamic Documents in R)

Fernando Hoces de la Guardia is a Project Scientist at BITSS, and an affiliate of the Berkeley Institute for Data Science (BIDS). Fernando works on bridging research-to-policy gaps in regards to transparency and reproducibility, and supports BITSS trainings. He received his PhD in Policy Analysis from the Pardee RAND Graduate

All instruction materials can be found at: https://osf.io/a9hck/
School where his research focused on increasing the transparency and reproducibility of policy analysis as a way to strengthen the connection between policy and evidence. Before RAND, he studied economics and conducted impact evaluations and economic analyses of various social policies. Fernando has also supported BITSS-led trainings in the past and led a series of Catalyst trainings in South America in 2017.

**Katherine Koziar (Version Control for advanced users)**

Katherine “Kat” Koziar is a Data Librarian at the University of California Riverside. As a member of the University Library’s Research Services Department, she provides research assistance, specializing in a variety of topics related to research data, including data management, visualization, and data science. She received a Master of Science in Library Science from University of North Texas, and a Master of Science in Engineering with a specialization of Data Science from UCR.

**Tim Dennis (Version Control for advanced users)**

Tim Dennis is the Director of the UCLA Libraries Data Science Center, where he provides data services, including instruction, one-on-one consulting, and community building. He uses R, Python, SQL and command-line tools and has extensive experience helping researchers and students with these tools. Tim is also an instructor with Software Carpentry, a volunteer organization whose goal is to make scientists more productive and their work more reliable by teaching them basic computing skills.

**Luiza Cardoso de Andrade (Dynamic Documents in Stata)**

Luiza Andrade is a Data Coordinator in the Impact Evaluation department of the Development Research Group (DIME), where she is part of the DIIME Analytics team. Her work focuses on disseminating best practices for data management and use of statistical software, particularly R and Stata. Luiza has a BA and an MA in Economics from the University of Sao Paulo, Brazil.

**Aleksandr Michuda (Dynamic Documents in Python)**

Aleksandr Michuda is a PhD candidate in Agricultural and Resource Economics at UC Davis in California, USA. His research focuses on using machine learning techniques in developing country contexts, land privatization policies and their political economy, relying on modern modeling techniques and structural estimation. His passions go from political philosophy and symbolic logic. He attended RT2 in London in 2017.
Dena Plemmons (Embedded Ethics: Practice Meets Dialogue)

Dena Plemmons is the Director of the Research Ethics Education Program at the University of California, Riverside. The program looks to encourage proactive approaches to research integrity and professional conduct through collaborative engagement in training and education efforts. Dena is the Editor in Chief of the journal *Science and Engineering Ethics*, an Executive Board Member for the Association for Practical and Professional Ethics, and an Editorial Board Member for *Accountability in Research*.

Jennifer Sturdy (Responsible Data Sharing)

Jen Sturdy works on program evaluation initiatives at the Millennium Challenge Corporation (MCC), including several transparency initiatives such as the establishment of the MCC Evaluation Catalog and the MCC Disclosure Review Board for releasing public and restricted-access data. She also instituted several internal protocols for strengthening oversight of the MCC independent evaluation portfolio. Before MCC, she spent over six years as a consultant for the World Bank, working on several large-scale impact evaluations in the health and WASH sectors. Jen is a member of the BITSS Advisory Board and served as Director (2015-2016) and Advisor (2016-2018) at BITSS.

Lars Vilhuber (Practices for Data Transparency and Reproducibility)

Lars Vilhuber is a faculty member at the Department of Economics at Cornell University, a Senior Research Associate at the ILR School at Cornell University, and the Executive Director of ILR’s *Labor Dynamics Institute*. Since 2018, he has been serving as the American Economic Association’s Data Editor, and Co-Chair of the Innovations in Data and Experiments for Action (IDEA) Initiative at the Abdul Latif Jameel Poverty Action Lab (J-PAL). He is also an advisory board member for French and Canadian restricted-access research data centers and the Managing (executive) Editor at the *Journal of Privacy and Confidentiality*. His research interests include the dynamics of the labor market.

Daniel Benjamin (The Strength of Evidence)

Dan Benjamin is a Professor at the Anderson School of Management and David Geffen School of Medicine at UCLA. He researches behavioral economics (which incorporates ideas and methods from psychology into economic analysis) and genoeconomics (which incorporates genetic data into economics). His current research interests include understanding errors people make in statistical reasoning; exploring how best to use survey measures of subjective well-being (such as happiness and life satisfaction) to track national well-being and evaluate policies; and identifying genetic variants
associated with outcomes such as educational attainment and subjective well-being. Dan’s other ongoing work addresses how economic behavior relates to cognitive ability and social identity (ethnicity, race, gender, and religion).

Ben Sprung-Keyser (Transparent and Reproducible Evidence Synthesis: Lessons from Welfare Analysis)

Ben Sprung-Keyser is a PhD student at the Department of Economics at Harvard University. His current research is in the fields of public economics and labor economics. At RT2, he will be presenting “A United Welfare Analysis of Government Policies”, joint work with Nathaniel Hendren (Harvard University), which examines 113 historical welfare policy changes in the U.S. in terms of the benefit that each policy provides to its beneficiaries and its cost to the government.
Appendix A: OSF Pre-Registration

Prepared by Erica Baranski (UC Riverside)

Study Information

1. Title
   1.1. Provide the working title of your study. It may be the same title that you submit for publication of your final manuscript, but it is not a requirement.

2. Authorship

3. Research Questions
   3.1. Please list each research question included in this study.

4. Hypotheses
   4.1. For each of the research questions listed in the previous section, provide one or multiple specific and testable hypotheses. Please state if the hypotheses are directional or non-directional. If directional, state the direction. A predicted effect is also appropriate here.

Sampling Plan

In this section we will ask you to describe how you plan to collect samples, as well as the number of samples you plan to collect and your rationale for this decision. Please keep in mind that the data described in this section should be the actual data used for analysis, so if you are using a subset of a larger dataset, please describe the subset that will actually be used in your study.

5. Existing data
   5.1. Preregistration is designed to make clear the distinction between confirmatory tests, specified prior to seeing the data, and exploratory analyses conducted after observing the data. Therefore, creating a research plan in which existing data will be used presents unique challenges. Please select the description that best describes your situation. Please do not hesitate to contact us if you have questions about how to answer this question (prereg@cos.io).
      5.1.1. Registration prior to creation of data: As of the date of submission of this research plan for preregistration, the data have not yet been collected, created, or realized.
      5.1.2. Registration prior to any human observation of the data: As of the date of submission, the data exist but have not yet been quantified, constructed, observed, or reported by anyone - including individuals that are not associated with the proposed study. Examples include museum specimens that have not been measured and data that have been collected by non-human collectors and are inaccessible.
5.1.3. Registration prior to accessing the data: As of the date of submission, the data exist, but have not been accessed by you or your collaborators. Commonly, this includes data that has been collected by another researcher or institution.

5.1.4. Registration prior to analysis of the data: As of the date of submission, the data exist and you have accessed it, though no analysis has been conducted related to the research plan (including calculation of summary statistics). A common situation for this scenario when a large dataset exists that is used for many different studies over time, or when a data set is randomly split into a sample for exploratory analyses, and the other section of data is reserved for later confirmatory data analysis.

5.1.5. Registration following analysis of the data: As of the date of submission, you have accessed and analyzed some of the data relevant to the research plan. This includes preliminary analysis of variables, calculation of descriptive statistics, and observation of data distributions. Studies that fall into this category are ineligible for the Pre-Reg Challenge. Please contact us (prereg@cos.io) and we will be happy to help you.

6. Explanation of existing data

6.1. If you indicate that you will be using some data that already exist in this study, please describe the steps you have taken to assure that you are unaware of any patterns or summary statistics in the data. This may include an explanation of how access to the data has been limited, who has observed the data, or how you have avoided observing any analysis of the specific data you will use in your study. The purpose of this question is to assure that the line between confirmatory and exploratory analysis is clear.

7. Data collection procedures.

7.1. Please describe the process by which you will collect your data. If you are using human subjects, this should include the population from which you obtain subjects, recruitment efforts, payment for participation, how subjects will be selected for eligibility from the initial pool (e.g. inclusion and exclusion rules), and your study timeline. For studies that don’t include human subjects, include information about how you will collect samples, duration of data gathering efforts, source or location of samples, or batch numbers you will use.

8. Sample size

8.1. Describe the sample size of your study. How many units will be analyzed in the study? This could be the number of people, birds, classrooms, plots, interactions, or countries included. If the units are not individuals, then describe the size requirements for each unit. If you are using a clustered or multilevel design, how many units are you collecting at each level of the analysis?

9. Sample size rationale

9.1. This could include a power analysis or an arbitrary constraint such as time, money, or personnel.
10. Stopping rule

10.1. If your data collection procedures do not give you full control over your exact sample size, specify how you will decide when to terminate your data collection.

Variables

In this section you can describe all variables (both manipulated and measured variables) that will later be used in your confirmatory analysis plan. In your analysis plan, you will have the opportunity to describe how each variable will be used. If you have variables that you are measuring for exploratory analyses, you are not required to list them, though you are permitted to do so.

11. Manipulated variables

11.1. Describe all variables you plan to manipulate and the levels or treatment arms of each variable. For observational studies and meta-analyses, simply state that this is not applicable.

12. Measured variables

12.1. Describe each variable that you will measure. This will include outcome measures, as well as any predictors or covariates that you will measure. You do not need to include any variables that you plan on collecting if they are not going to be included in the confirmatory analyses of this study.

13. Indices

13.1. If any measurements are going to be combined into an index (or even a mean), what measures will you use and how will they be combined? Include either a formula or a precise description of your method. If you are using a more complicated statistical method to combine measures (e.g. a factor analysis), you can note that here but describe the exact method in the analysis plan section.

Design Plan

In this section, you will be asked to describe the overall design of your study. Remember that this research plan is designed to register a single study, so if you have multiple experimental designs, please complete a separate preregistration.

14. Study type

14.1. Experiment - A researcher randomly assigns treatments to study subjects, this includes field or lab experiments. This is also known as an intervention experiment and includes randomized controlled trials.

14.2. Observational Study - Data is collected from study subjects that are not randomly assigned to a treatment. This includes surveys, natural experiments, and regression discontinuity designs.


14.4. Other - please explain.
15. Blinding

15.1. Blinding describes who is aware of the experimental manipulations within a study. Mark all that apply.

15.1.1. No blinding is involved in this study.

15.1.2. For studies that involve human subjects, they will not know the treatment group to which they have been assigned.

15.1.3. Personnel who interact directly with the study subjects (either human or non-human subjects) will not be aware of the assigned treatments.

15.1.4. Personnel who analyze the data collected from the study are not aware of the treatment applied to any given group.

16. Study design

16.1. Describe your study design. Examples include two-group, factorial, randomized block, and repeated measures. Is it a between (unpaired), within-subject (paired), or mixed design? Describe any counterbalancing required. Typical study designs for observation studies include cohort, cross sectional, and case-control studies.

17. Randomization

17.1. If you are doing a randomized study, how will you randomize, and at what level?

Analysis Plan

You may describe one or more confirmatory analysis in this preregistration. Please remember that all analyses specified below must be reported in the final article, and any additional analyses must be noted as exploratory or hypothesis generating.

A confirmatory analysis plan must state up front which variables are predictors (independent) and which are the outcomes (dependent), otherwise it is an exploratory analysis. You are allowed to describe any exploratory work here, but a clear confirmatory analysis is required.

18. Statistical models

18.1. What statistical model will you use to test each hypothesis? Please include the type of model (e.g. ANOVA, multiple regression, SEM, etc) and the specification of the model (this includes each variable that will be included as predictors, outcomes, or covariates). Please specify any interactions that will be tested and remember that any test not included here must be noted as an exploratory test in your final article.

19. Transformations

19.1. If you plan on transforming, centering, recoding the data, or will require a coding scheme for categorical variables, please describe that process.

20. Follow-up analyses

20.1. If not specified previously, will you be conducting any confirmatory analyses to follow up on effects in your statistical model, such as subgroup analyses, pairwise or complex
contrasts, or follow-up tests from interactions. Remember that any analyses not specified in this research plan must be noted as exploratory.

21. Inference criteria
   21.1. What criteria will you use to make inferences? Please describe the information you will use (e.g. p-values, Bayes factors, specific model fit indices), as well as cut-off criterion, where appropriate. Will you be using one or two tailed tests for each of your analyses? If you are comparing multiple conditions or testing multiple hypotheses, will you account for this?

22. Data exclusion
   22.1. How will you determine what data or samples, if any, to exclude from your analyses? How will outliers be handled?

23. Missing data
   23.1. How will you deal with incomplete or missing data?

24. Exploratory analysis (optional)
   24.1. If you plan to explore your data set to look for unexpected differences or relationships, you may describe those tests here. An exploratory test is any test where a prediction is not made up front, or there are multiple possible tests that you are going to use. A statistically significant finding in an exploratory test is a great way to form a new confirmatory hypothesis, which could be registered at a later time.

Script (Optional)
The purpose of a fully commented analysis script is to unambiguously provide the responses to all of the questions raised in the analysis section. This step is not common, but we encourage you to try to create an analysis script, refine it using a modeled dataset, and use it in place of your written analysis plan.

25. Analysis scripts (Optional)
   25.1. (Optional) Upload an analysis script with clear comments. This optional step is helpful in order to create a process that is completely transparent and increase the likelihood that your analysis can be replicated. We recommend that you run the code on a simulated dataset in order to check that it will run without errors.

Other
26. Other
   26.1. If there is any additional information that you feel needs to be included in your pre-registration, please enter it here.