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S-values: Conventional measures of the 
sturdiness of the signs regression coefficients 

Related Paper 
S-values and Bayesian Weighted All-Subsets Regressions 



Introductory Comments 
�  How I started on this journey and where I am now. 
�  Specification Searches 

�  Hypothesis Testing Searches 
�  Interpretative Searches 
�  Proxy Variable Searches 
�  Simplification Searches 
�  Data Selection Searches 
�  Data-instigated Models 

�  Transparency alone is not enough.  We need accountability. 
�  If you tried only one regression and reported it, but I found the very 

same regression after 1000 trials and reported it and also reported 
the 999 others, is there a difference in the reliability of my final 
equation and your one-and-only-one equation??  It’s the same 
regression after all. 



Two Sources of Model Error 
�  t-values measure the impact of statistical uncertainty on 

the signs of coefficients. 
�  s-values measure the impact of model ambiguity on the 

signs of coefficients.  (s stands for “sturdy.”) 



t-values: An Unfamiliar Measure of Model Ambiguity 

Theorem:  When a variable is omitted from a linear regression, an 
estimated coefficient cannot change it’s sign if the coefficient of the 
retained variable has a t-value that exceeds in absolute value the t-value 
of the coefficient of the omitted variable.   
 
Leamer, "A Result on the Sign of Restricted Least Squares Estimates," 
Journal of Econometrics, 3 (1975), 387-390. 

Operational Significance:   
If you want to change the sign of a coefficient, omit variables with bigger t-values! 



Big t good,   Small t bad. 
Is That All That Can be Said?? 
�  Statistical Uncertainty:  Compare the absolute t-value 

with the number 2. 
�  Model Ambiguity: Compare the absolute t-value with the 

absolute t-values of other coefficients.   



Two Variable Case: Is the Sign of a 
Regression Coefficient Known? 

Statistical Uncertainty: How much does knowledge about the 
sign depend on the limited sample size and the degree of 
collinearity 
Model Ambiguity: How much does knowledge about the sign 
depend on the choice of explanatory variables? 



Notation 
�  Standardize the data to have zero means and unit variances. 
�  The data consists of a sample size and three correlations 

r1=correlation(y,x1), r2=correlation(y,x2) 
ρ= correlation(x1,x2) 

�  OLS estimates 
[█​𝑏↓1 @​𝑏↓2  ]= ​[█1&𝜌@𝜌&1 ]↑−1 [█​𝑟↓1 @​𝑟↓2  ]=[█​
𝑟↓1 −𝜌​𝑟↓2 @​𝑟↓2 −𝜌​𝑟↓1  ]/(1- 𝜌2) 



2-Variable Sturdiness Theorem 
�  Theorem 

�  A necessary and sufficient condition for b1 and r1 to have the same sign is ​​
𝑟↓2 /​𝑟↓1  𝜌<1.   

�  A necessary and sufficient condition for b2 and r2 to have the same sign is ​​
𝑟↓1 /​𝑟↓2  𝜌<1.   

�  A necessary and sufficient condition for the signs of  both coefficients to be 
unchanged when a variable is omitted is  ​max ⁠(​​𝑟↓1 /​𝑟↓2  , ​​𝑟↓2 /​𝑟↓1  ) 
𝜌<1. 

�  Note ​​𝑟↓2 /​𝑟↓1  = ​​𝑡↓2 /​𝑡↓1  .  
�  Implications 

�  A value of 𝜌 equal to zero makes sturdy estimates. 
�  The sign of 𝜌 opposite ​​𝑟↓2 /​𝑟↓1   makes sturdy estimates. 
�  Equal values of r1 and r2 make a sturdy estimates.  
�  t-values rank the sturdiness of coefficients. 



No sign change:  The sign of 𝜌 opposite ​​𝑟↓2 /​𝑟↓1  . 
Likelihood ellipse points away from the origin. 

Variables are substitutes: sum of the coefficients is well estimated. 
Shrink one but enlarge the other. 

 

r1 

r2 

b 



No sign change: The sign of 𝜌 same as  ​​𝑟↓2 /​𝑟↓1   but r1=r2 
Likelihood ellipse points toward the origin: Shrink together. 

Variables are complements: difference of the coefficients is well estimated. 
 

r1 

r2 

b 



Sign Change: The sign of 𝜌 same as  ​​𝑟↓2 /​𝑟↓1   and |r1|>|r2| 
Likelihood ellipse points to the side of the origin favoring one coefficient over the other. 

Shrink one coefficient more than the other 

r1 

r2 

b 



An s-value: measures model ambiguity the way a t-value 
measures statistical uncertainty 

•  t-value = estimate / half the length of the confidence 
interval 

•  Center and spread of ambiguity interval 
�  Center is average of ( ​𝑟↓1 −𝜌​𝑟↓2 )/(1- 𝜌2) and ​𝑟↓1  : 

[​𝑟↓1 −𝜌​𝑟↓2 + (1- 𝜌2) ​𝑟↓1 ] /2(1- 𝜌2)  
�  Distance between the two estimates is absolute value of 

( ​𝑟↓1 −𝜌​𝑟↓2 )/(1- 𝜌2) - ​𝑟↓1  = [​𝑟↓1 −𝜌​𝑟↓2 - (1- 𝜌2) ​𝑟↓1 ] /(1- 𝜌2) 

�  s-value is the average divided by half the distance: 
       s1= [​(2− 𝜌2)𝑟↓1 −𝜌​𝑟↓2 ]/abs[𝜌2​𝑟↓1 −𝜌​𝑟↓2 ]  



Multivariate Regression with Hard 
Constraints?? 
�  Conjecture:  The alternative signs of the regression 

coefficients in the 2k regressions formed by omitting subsets 
of the k explanatory variables can be found by computing the 
unconstrained regression and the k regressions with one-at-a-
time omissions of the k explanatory variables. 



Multivariate Regression With “Soft” 
Constraints 



Regression Setting 
�  The nx1 vector y is normally distributed with mean Xβ and 

covariance matrix σ2I, where X is an nxk matrix of 
explanatory variables, β is a kx1 vector of unknown 
coefficients and σ2 is a scalar variance applicable to all n 
observations. 

�  The OLS estimate of β is b = (X’X)-1 X’y. 
�  The likelihood function is constant on the ellipsoids  

c = (β-b)’X’X(β-b) 
 



Pooling Two Data Sets: Matrix Weighted Averages 

�  If there are two sets of observations (y1,X1,y2, X2) with 
different residual variances, σ1

2 and σ2
2 , the data can be 

transformed into homoscedastic form by dividing by the 
standard deviations, σ1 and σ2

 to produce the pooled 
estimate: 
b = (X’X)-1 X’y= [X1’ X1/ σ1

2 + X2’ X2/ σ2
2]-1 [X1’ y1/ σ1

2 + X2’ y2/ σ2
2] 

 

= [H1+ H2]-1 [H1 b1 + H2 b2] 
 

�  Hi= Xi’ Xi/ σi
2 , Hi bi =Xi’ yi/ σi

2  



Items to Report: Implications of a  
special fictitious prior data set. 



Feasible Ellipse 



Intervals of Prior Covariance Matrices 
Map Into Ellipsoids of Estimates 



The Orthant of Simple Correlations Is Special 



The Orthant of Simple Correlations Is Special When the 
Prior is Strong and the Prior covariance matrix is diagonal 

Quadrant	of	Simple	
Correla2ons	

Quadrant	of	Par2al	
Correla2ons	

Theorem:		If	the	prior	precision	matrix	is	diagonal,	then	
es7mates	may	not	lie	in	opposite	orthants.	

The Orthant of Partial Correlations Is Also Special 



ALERT: 
s-values can be proportional to t-values 



Standardized Variables Are Amenable to Context-
Independent Conventional Prior Covariance Matrices 
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Regression Explaining Growth Rate of 87 Countries: 1960 to1996 
The Proposed Reporting Style 
Apparent Sign Conflicts In Bold; Significant Results Shaded 



Can you see the conflict between the signs of the simple 
regressions and the signs of the multiple regression? 



t-values and s-values are related 




