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“Doing empirical research is like making sausage. Doing meta-analysis is
like using sausage to make sausage”

This is true. But it is not a reason to punt on meta-analysis.

(1) Complicated things always look like making sausage until you
understand how to do it. But complexity is not a reason to not do
something important.

E.g. Most people think all of statistics (or academic research generally)
looks like making sausage.
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(2) Lots of people eat lots of sausage. Somebody has to look out for
them. If we don’t make safe sausage, somebody else will make crappy
sausage and feed it to all those hungry people.



(3) Sausage contains lots of good stuff! It’s a waste to throw out
tidbits of research just because they aren’t the filet mignon. The public
should at least get to use all of the research that it paid for.



Why do research?

The objective of research is to learn about the world.

Settling armchair debates requires only that somebody is right and
somebody is wrong (i.e. hypothesis tests).

Designing welfare-improving public policy requires that we know what we
know and that our quantitative values are right (or as good as we can get
them).

Knowledge accumulates study by study.

Our collective knowledge is some composite of prior studies.

By formalizing how we combine information from studies, we can be clear
and precise about what we mean by knowledge and our grasp of it.
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Example: Does anchoring affect valuation?
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question was not asked. Because order effects are not of interest, for practical purposes the 

experiment had three between-subject conditions (anchor: none, low, high) and three within-

subject conditions (duration: 10 vs. 30 vs. 60 seconds), with nine observations per participant. 

 
I I I .  p>.05: No Effect or Noisy Estimate? 

Figure 1 displays the percentage difference in valuations between the high and low 

anchor conditions, and the corresponding 95% confidence intervals, for the Original and 

Replication studies. The Replication does not reject the null hypothesis that the high and low 

anchors lead to the same average valuation, but the estimate is so imprecise that it also does not 

reject a very big (percentage) anchoring effect. In fact, the Replication does not reject the null 

that the effect is as big as the Original, nor that it is 20%, 50%, or even 70% larger than the 

Original.  

 

Figure 1.  The and large anchoring effects 
Effect-size is the percentage difference between average WTA in the 50¢ and 10¢ conditions, aggregating across all 
periods. In the Original, the average WTAs were 59.60¢ and 39.82¢ respectively; the difference (19.78¢), divided by 
the average (49.71¢), is 39.8%. Vertical bars represent 95% confidence intervals. See Supplement 1 for details. 

 
The above analyses use the definition of effect-size employed by MTL to compare effect-

sizes across studies and papers (see e.g., their Table 1 and their online supplement) and to 

describe their own results.  

In psychology and other disciplines it is common to compute effect-size as the 

difference-of-means divided d. 

For example, d=.4 involves means that differ by 40% of a standard deviation from each other. 
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Probably. List et al. should not have claimed to refute Ariely et al.

But what is the best estimate, now that we have more information?
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Probably. List et al. should not have claimed to refute Ariely et al.
But what is the best estimate, now that we have more information?
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Setting the bar

Did you use a cell phone, computer, or light bulb today?
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Warming increases the risk of civil war in Africa
Burke, Miguel, et al. (PNAS, 2009)

Temperature variables are strongly related to conflict incidence over
our historical panel, with a 1 C increase in temperature in our preferred
specification leading to a 4.5% increase in civil war in the same year
and a 0.9% increase in conflict incidence in the next year.

Climate not to blame for African civil conflict
Buhaug (PNAS, 2010)

Scientific claims about a robust correlational link between climate
variability and civil war do not hold up to closer inspection.... The
challenges imposed by future global warming are too daunting to let
the debate on social effects and required countermeasures be
sidetracked by atypical, nonrobust scientific findings and actors with
vested interests.
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specification leading to a 4.5% increase in civil war in the same year
and a 0.9% increase in conflict incidence in the next year.

Climate not to blame for African civil conflict
Buhaug (PNAS, 2010)

Scientific claims about a robust correlational link between climate
variability and civil war do not hold up to closer inspection.

Reconciling disagreement over climate-conflict results in Africa
Hsiang & Meng (PNAS, 2014)

We reexamine this apparent disagreement by comparing the statistical
models from the two papers using formal tests. When we implement
the correct statistical procedure, we find that the evidence presented in
the second paper is actually consistent with that of the first.



“Non-robust sign and magnitude” using different outcome variables

expected, the claimed positive and significant effect for tem-
perature (current year) is reproduced.
The remaining models in Table 1 evaluate the sensitivity of

this result to changes to the model specification. Model 1 (and
some earlier research) applies country fixed effects and time
trends as substitutes for possible endogenous explanatory varia-
bles, to account for unmeasured heterogeneity, and to capture
temporal fluctuations in the underlying conflict propensity. To
avoid perfect prediction (and hence exclusion) of countries
without variation on the DV, the linear ordinary least squares
(OLS) estimator is chosen instead of the logit/probit model. This
procedure is not without problems, however. First, it is obviously
theoretically unsatisfactory to replace possible societal explan-
ations for variations in civil war risk with crude country dummies
(21). The masking of third factors also prevents assessment of
interactive effects, which play a fundamental role in the envi-
ronmental security literature (22, 23). Second, an explicit mod-
eling of unit-specific time trends may be important in some
settings but makes little sense in the current application. There
simply is no reason why we should expect, a priori, a particular
time trend in conflict propensity that has the exact same func-
tional form (linear, quadratic, etc.) for all units. Moreover, the
joint inclusion of cross-sectional dummies and time trends im-
plies that model 1 contains 86 parameters to explain the 98
failures on the outcome variable.
In response to these concerns, model 2 is estimated without

country fixed effects, model 3 excludes the time trends, and
model 4 drops both fixed effects and time trends.‡ The results are
striking. Evidently, the widely held notion that warming increases
civil war risk in Africa hinges crucially on the joint inclusion of
these methodological fixes. Moreover, even in model 1 less than
1% of the explained variance is due to the climate parameters.
From a policy advice perspective, then, it seems that we should
focus on other, more pressing causes of contemporary civil wars.
Despite the seemingly fragile effect of climate presented in

Table 1, it would be premature to dismiss the “warming breeds
conflict” hypothesis without further tests. Next, alternative oper-
ationalizations of the dependent variable are considered. Models

1–4 share with the earlier PNAS article an unorthodox and narrow
definition of civil war, counting only the most severe war years rather
than all conflict years or years of conflict outbreak. Table 2 presents
five models that adopt more intuitive and accepted DVs:

! Major civil war incidence: all active conflict years in wars that
generated at least 1,000 battle deaths in total (model 5);

! Major civil war outbreak: the first year of recorded battles in
wars that generated at least 1,000 battle deaths in total
(model 6);

! Civil war incidence: all conflict years that generated at least
25 battle deaths (model 7);

! Civil war outbreak: the first year of recorded battles in wars
that generated at least 25 deaths per year (model 8);

! Civilwar outbreak: thefirst year of recordedbattles inwars that
generated at least 1,000 deaths in total, a yearly average of at
least 100, and at least 100 killed on each side. The source for
this variable covers only the years through 1999 (model 9).

The first four DVs are generated from the Uppsala Conflict
Data Program/Peace Research Institute Oslo (UCDP/PRIO)
Armed Conflict Dataset (11) whereas the final variant is derived
from the most-used alternative source of civil war data (12). For
reasons of comparability, models 5–9 retain the same model
specification as model 1 with fixed effects and country-specific
time trends; the only difference is the choice of DV. Again, as
seen in Table 2, the claimed relationship disappears completely
when alterations are made to the original setup. None of the
climate variables obtain significant effects in the expected di-
rection, and even the parameter signs vary between models.
The third stageof the empirical evaluation concerns the IDVs. So

far only static climatic conditions have been explored, but some
earlier work suggests that the perils of the climate are all about
shocks, i.e., significant temporal changes in weather patterns (5).
Models 10 and 11 in Table 3 introduce two climate variability
measures: interannual growth and deviation from annual mean
precipitation and temperature.§ These models discard the fixed-

Table 2. Alternative measures of civil war

Model 5:
incidence 1,000+

Model 6:
outbreak 1,000+

Model 7:
incidence 25+

Model 8:
outbreak 25+

Model 9:
outbreak 100+

Temperature −0.006 −0.005 0.015 −0.009 0.016
(0.021) (0.013) (0.040) (0.026) (0.024)

Temperaturet−1 −0.025 −0.009 −0.031 −0.004 −0.018
(0.028) (0.015) (0.032) (0.026) (0.017)

Precipitation 0.062 −0.012 0.129* 0.055 −0.014
(0.061) (0.052) (0.072) (0.068) (0.074)

Precipitationt−1 0.056 0.003 0.024 0.018 −0.010
(0.062) (0.035) (0.069) (0.071) (0.060)

Intercept 0.358 0.448 −0.112 0.214 0.138
(1.231) (0.531) (1.521) (0.891) (0.911)

Country fixed effects Yes Yes Yes Yes Yes
Country time trends Yes Yes Yes Yes Yes
R2 0.76 0.09 0.65 0.13 0.10
Civil war observations 169 11 226 46 23
Observations 889 889 889 889 769

Data are OLS regression estimates with country fixed effects and country-specific linear time trends; SEs are in parentheses. Models
5–8 apply different operationalizations of civil war from the same conflict database (11); model 9 uses civil war data from an
alternative source (12).
**P < 0.05, *P < 0.1.

‡The exogenous nature of the climate parameters, the simplicity of the political economy
argument, and the conscious focus on the relatively homogenous Sub-Saharan Africa
suggest that additional controls might not be necessary.

§The indicator in model 11 is clearly the more satisfactory measure. Despite their seeming
popularity (5, 24–26), the interannual growth measures may give a false impression of
extreme weather conditions in near-normal years that follow years with large deviations
from normal levels of precipitation and temperature.

Buhaug PNAS | September 21, 2010 | vol. 107 | no. 38 | 16479
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Buhaug (PNAS, 2010)
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Units must be standardized, differences must be tested

regression results is large enough that it is unlikely to be caused
by sampling variability alone. This approach differs markedly
from the analysis in Buhaug, where it was claimed that new
results overturned the findings of Burke et al. without conducting
any formal statistical comparisons between the two sets of
models. We correct this error by testing whether the effect of
current temperature, the effects of current and lagged temper-
ature (jointly), and the effects of all weather variables (jointly) on
alternative conflict measures from Buhaug differ significantly
from the result reported in Burke et al. As shown in Table 2, of
these 15 comparisons, only one (the effect of current tempera-
ture on incidence 1000+) is marginally significant at the 10%
level. Thus, we fail to reject the hypothesis that Buhaug’s results
are different from Burke et al.’s result because the magnitude of
observed differences would be expected based on sampling var-
iability alone. We conclude that once the variables in BT2 are
standardized and intermodel comparisons are correctly imple-
mented, the results in BT2 provide no support for the claim that
the results of Buhaug are different from those of Burke et al.
In BT3, a logistic regression lacking country-fixed effects and

country-specific trends is presented using an alternative measure
of conflict. The effect of temperature is again not directly com-
pared with the results of Burke et al. (1). Furthermore, the effect
of temperature is displayed in raw coefficients from a nonlinear
logit regression, which are difficult to interpret in terms of conflict
risk and across conflict measures with different underlying like-
lihoods. To make the effect on this alternative conflict measure
comparable and interpretable in terms of conflict risk, we replicate
the main results from BT3 but report the estimated effects of

temperature in terms of relative risk ratios in Table 3. This con-
version makes it immediately clear that the results reported in
BT3 are not statistically different from the benchmark result in
Burke et al., because the Burke et al. result is contained within all
four confidence intervals reported in BT3. Moreover, under all
four models the upper bound of the 95% confidence interval for
the effect of +1 °C dramatically exceeds the estimate reported in
Burke et al., indicating that the relative risk for conflict may rise as
much as 547 (model 12, the lowest upper bound) and 14.5 duo-
decillion (model 13, the highest upper bound). We think it is
implausible that the true effect of temperature on conflict can be
as large as these upper bounds suggest. Rather it seems more
likely that the models in BT3 are not properly specified. Re-
gardless, these estimates do not indicate that the relative risk ratio
of 1.39 implied by Burke et al. is too large.

Discussion
We find that the disagreement in findings between Buhaug (8)
and Burke et al. (1) vanishes after applying the appropriate set of
model selection and model comparison tests. The large statistical
uncertainty reported in Buhaug causes the results to not be
statistically different from the findings reported in Burke et al.
Furthermore, the high statistical uncertainty reported in Buhaug
indicates that Buhaug’s statistically precise conclusion “Climate
not to blame for African civil wars” (8, p. 16477) is inconsistent
with the evidence presented.
It is important to note that our findings neither confirm nor

reject the results of Burke et al. (1). Our results simply reconcile
the apparent contradiction between Burke et al. and Buhaug (8)

Table 2. Testing for disagreement between results when alternative conflict variables are used

Burke et al. (1)
war years 1000+
(standardized)

Buhaug (8) model 5
incidence 1000+
(standardized)

Buhaug model 6
outbreak 1000+
(standardized)

Buhaug model 7
incidence 25+
(standardized)

Buhaug model 8
outbreak 25+
(standardized)

Buhaug model 9
outbreak 100+
(standardized)

Probability of occurrence 0.110 0.190 0.012 0.254 0.052 0.030

Temperaturet 0.390 −0.030 −0.408 0.060 −0.165 0.532
(0.197) (0.110) (1.046) (0.156) (0.504) (0.790)

Temperaturet−1 0.120 −0.130 −0.755 −0.121 −0.083 −0.598
(0.211) (0.147) (1.233) (0.128) (0.505) (0.581)

Precipitationt −0.209 0.326 −1.001 0.508 1.065 −0.455
(0.471) (0.318) (4.212) (0.281) (1.316) (2.465)

Precipitationt−1 0.227 0.296 0.205 0.093 0.352 −0.321
(0.443) (0.324) (2.847) (0.271) (1.370) (2.017)

Observations 889 889 889 889 889 769
R-squared 0.657 0.765 0.090 0.652 0.130 0.099

Testing Whether Coefficients Differ from Burke et al. using SUR (P value)
Temperaturet 0.0558 0.4388 0.1299 0.2638 0.8558
Tempt, tempt−1 0.1392 0.4563 0.1598 0.4276 0.3700
All four variables 0.1290 0.2843 0.1453 0.4429 0.4333

This table replicates Buhaug table 2. All regressions contain country fixed effects and country-specific trends with standard errors clustered by country,
shown in parentheses. The unconditional probability of occurrence is shown and is used to standardized each conflict outcome. For regression coefficients
shown, a 0.1 effect implies a 10% change relative to average risk levels. We estimate Buhaug models 5–9 simultaneously with the Burke et al. model using
seemingly unrelated regression (SUR) to test a null hypothesis that coefficients from the two models are the same in bottom panel.

Table 3. Relative risk ratio from +1 °C

Burke et al. (1) implied
war years 1000+

Buhaug (8) model 10
outbreak 25+

Buhaug model 11
outbreak 25+

Buhaug model 12
outbreak 25+

Buhaug model 13
outbreak 25+

Upper bound effect (95% CI) 8:62× 106 7:10×104 546.9 1:45× 1040

Average effect of temperature 1.39 0.0199 3:27× 10−6 5:73× 10−9 2:46× 10−57

Lower bound effect (95% CI) 4:60× 10−11 1:51× 10−16 6:01× 10−20 4:20×10−154

This table replicates Buhaug table 3. Estimates are relative risk ratios from +1 °C. Models described in Buhaug. CI, confidence interval.

Hsiang and Meng PNAS Early Edition | 3 of 4
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effects OLS estimator in favor of robust logit regression, which is
designed to handle binary response variables. The models use the
most inclusive indicator of civil war outbreak, similar to the one
used in model 8. All models also include a parsimonious selection
of plausible alternative explanations of civil war outbreak—ethno-
political exclusion, national income (natural logarithm of GDP per
capita), a post-Cold War dummy, and a lagged conflict incidence
indicator—because recent violence may affect the likelihood of
a new conflict breaking out. In addition, models 12 and 13 explore
possible interaction effects between temperature anomaly and
political exclusion and poverty, respectively. These changes not-
withstanding, temperature and precipitation patterns still fail to
exhibit a significant and substantive effect on civil war risk in Sub-
Saharan Africa. Accordingly, earlier reports of a direct connection
between warming and civil war risk (6) represent an anomaly, not
a general statistical regularity underlying a causal relationship.
So what explains the variation in civil war risk, then? In line

with earlier research (12, 27, 28), the measures of ethno-political
context, economic development, and time period all display
significant and substantive effects on civil war outbreak. Coun-
tries with a larger share of the population excluded from in-
fluence over national power are more at risk for civil war.
Similarly, civil war risk is found to be inversely related to GDP
per capita. Finally, we see that the baseline risk of civil war in
Sub-Saharan Africa increased with the systemic change imposed
by the collapse of the Cold War system.
The results for ethno-political exclusion and income per capita

should be interpreted with some care. The relationship between
the national economy and civil war is likely to be multidirec-
tional, where (anticipation of future) violence may affect in-
vestment, trade, the labor market, etc., as well as individuals’
calculation of expected private economic gains, in addition to the
conventional view, that poverty spurs opportunities and motives

for violent behavior. Similarly, a regime may decide to restrict
institutional openness and limit minority rights in the face of
an emerging security crisis, and vice versa. Using lagged IDVs
reduces, but probably not completely eradicates, the influence
of such reciprocal relationships. Studying outbreak rather than
prevalence of violence further reduces the endogeneity prob-
lem.¶ In sum, these modifications are both more revealing and
simpler than the fixes habitually specified in earlier studies of
climate patterns and civil war risk. Furthermore, they offer valu-
able insights into where conflict prevention and peace-building
efforts should be invested.

Discussion
Scientific claims about a robust correlational link between cli-
mate variability and civil war do not hold up to closer inspec-
tion. A visualization of the short-term impact of climate on
conflict risk is presented in Fig. 2. The graph shows change in
the estimated probability of civil war (five variants) for six al-
ternative climate measures, based on 1,000 simulations for each
model specification. Given the feeble impact of climate, illus-
trating the range of uncertainty is more meaningful than plotting
point estimates of predicted probabilities. In all but one of the
specifications, the 95% confidence bands for the climate variables
include both positive and negative effects. Moreover, neither
temperature nor precipitation performs consistently across models
as even the sign of the mean first difference estimate for a given
variable is sensitive to model specification. Only the final model
(5f in Fig. 2) returns a statistically significant climate parameter
estimate; apparently, major civil war years (i.e., years with at least

Table 3. Alternative climate parameters and controls

Model 10:
outbreak 25+

Model 11:
outbreak 25+

Model 12:
outbreak 25+

Model 13:
outbreak 25+

Temperature deviation −3.917 −12.631 −18.977 −130.35
(10.146) (12.144) (12.899) (113.69)

Temperature deviationt−1 3.112 −6.180
(12.635) (11.517)

Precipitation deviation −0.238 0.509
(0.519) (0.578)

Precipitation deviationt−1 −0.792 −0.169
(1.674) (0.915)

Political exclusiont−1 0.760* 0.820** 0.774* 0.823**
(0.409) (0.396) (0.399) (0.399)

Temperature deviation × political exclusiont−1 11.519
(12.382)

Ln GDP capitat−1 −0.482** −0.547** −0.532** −0.557**
(0.236) (0.263) (0.243) (0.265)

Temperature deviation × ln GDP capitat−1 −15.932
(14.559)

Post-Cold War 0.893** 1.017** 1.013** 1.066**
(0.381) (0.423) (0.407) (0.418)

Intrastate conflictt−1 −0.726 −0.690 −0.718 −0.690
(0.552) (0.549) (0.555) (0.528)

Intercept −0.122 0.295 0.188 0.327
(1.768) (1.978) (1.794) (1.923)

Pseudo R2 0.05 0.05 0.05 0.05
Civil war observations 45 45 45 45
Observations 866 867 867 867

Data are logit regression estimates; robust SEs clustered on countries in parentheses. The climate parameters measure deviation
from previous year’s estimate (model 10) and deviation from the long-tem normal annual level (models 11–13). Ln indicates natural
logarithm of values.
**P < 0.05, *P < 0.1.

¶The fact that the sample mean of interannual growth in GDP for outbreak observations
is slightly higher than the mean economic growth rate for country years at peace sug-
gests that reverse causality is not a significant problem here.

16480 | www.pnas.org/cgi/doi/10.1073/pnas.1005739107 Buhaug

Buhaug (PNAS, 2010)



Models must be apples to apples

Convert logic and linear probability models to a common metric:
relative risk ratios

regression results is large enough that it is unlikely to be caused
by sampling variability alone. This approach differs markedly
from the analysis in Buhaug, where it was claimed that new
results overturned the findings of Burke et al. without conducting
any formal statistical comparisons between the two sets of
models. We correct this error by testing whether the effect of
current temperature, the effects of current and lagged temper-
ature (jointly), and the effects of all weather variables (jointly) on
alternative conflict measures from Buhaug differ significantly
from the result reported in Burke et al. As shown in Table 2, of
these 15 comparisons, only one (the effect of current tempera-
ture on incidence 1000+) is marginally significant at the 10%
level. Thus, we fail to reject the hypothesis that Buhaug’s results
are different from Burke et al.’s result because the magnitude of
observed differences would be expected based on sampling var-
iability alone. We conclude that once the variables in BT2 are
standardized and intermodel comparisons are correctly imple-
mented, the results in BT2 provide no support for the claim that
the results of Buhaug are different from those of Burke et al.
In BT3, a logistic regression lacking country-fixed effects and

country-specific trends is presented using an alternative measure
of conflict. The effect of temperature is again not directly com-
pared with the results of Burke et al. (1). Furthermore, the effect
of temperature is displayed in raw coefficients from a nonlinear
logit regression, which are difficult to interpret in terms of conflict
risk and across conflict measures with different underlying like-
lihoods. To make the effect on this alternative conflict measure
comparable and interpretable in terms of conflict risk, we replicate
the main results from BT3 but report the estimated effects of

temperature in terms of relative risk ratios in Table 3. This con-
version makes it immediately clear that the results reported in
BT3 are not statistically different from the benchmark result in
Burke et al., because the Burke et al. result is contained within all
four confidence intervals reported in BT3. Moreover, under all
four models the upper bound of the 95% confidence interval for
the effect of +1 °C dramatically exceeds the estimate reported in
Burke et al., indicating that the relative risk for conflict may rise as
much as 547 (model 12, the lowest upper bound) and 14.5 duo-
decillion (model 13, the highest upper bound). We think it is
implausible that the true effect of temperature on conflict can be
as large as these upper bounds suggest. Rather it seems more
likely that the models in BT3 are not properly specified. Re-
gardless, these estimates do not indicate that the relative risk ratio
of 1.39 implied by Burke et al. is too large.

Discussion
We find that the disagreement in findings between Buhaug (8)
and Burke et al. (1) vanishes after applying the appropriate set of
model selection and model comparison tests. The large statistical
uncertainty reported in Buhaug causes the results to not be
statistically different from the findings reported in Burke et al.
Furthermore, the high statistical uncertainty reported in Buhaug
indicates that Buhaug’s statistically precise conclusion “Climate
not to blame for African civil wars” (8, p. 16477) is inconsistent
with the evidence presented.
It is important to note that our findings neither confirm nor

reject the results of Burke et al. (1). Our results simply reconcile
the apparent contradiction between Burke et al. and Buhaug (8)

Table 2. Testing for disagreement between results when alternative conflict variables are used

Burke et al. (1)
war years 1000+
(standardized)

Buhaug (8) model 5
incidence 1000+
(standardized)

Buhaug model 6
outbreak 1000+
(standardized)

Buhaug model 7
incidence 25+
(standardized)

Buhaug model 8
outbreak 25+
(standardized)

Buhaug model 9
outbreak 100+
(standardized)

Probability of occurrence 0.110 0.190 0.012 0.254 0.052 0.030

Temperaturet 0.390 −0.030 −0.408 0.060 −0.165 0.532
(0.197) (0.110) (1.046) (0.156) (0.504) (0.790)

Temperaturet−1 0.120 −0.130 −0.755 −0.121 −0.083 −0.598
(0.211) (0.147) (1.233) (0.128) (0.505) (0.581)

Precipitationt −0.209 0.326 −1.001 0.508 1.065 −0.455
(0.471) (0.318) (4.212) (0.281) (1.316) (2.465)

Precipitationt−1 0.227 0.296 0.205 0.093 0.352 −0.321
(0.443) (0.324) (2.847) (0.271) (1.370) (2.017)

Observations 889 889 889 889 889 769
R-squared 0.657 0.765 0.090 0.652 0.130 0.099

Testing Whether Coefficients Differ from Burke et al. using SUR (P value)
Temperaturet 0.0558 0.4388 0.1299 0.2638 0.8558
Tempt, tempt−1 0.1392 0.4563 0.1598 0.4276 0.3700
All four variables 0.1290 0.2843 0.1453 0.4429 0.4333

This table replicates Buhaug table 2. All regressions contain country fixed effects and country-specific trends with standard errors clustered by country,
shown in parentheses. The unconditional probability of occurrence is shown and is used to standardized each conflict outcome. For regression coefficients
shown, a 0.1 effect implies a 10% change relative to average risk levels. We estimate Buhaug models 5–9 simultaneously with the Burke et al. model using
seemingly unrelated regression (SUR) to test a null hypothesis that coefficients from the two models are the same in bottom panel.

Table 3. Relative risk ratio from +1 °C

Burke et al. (1) implied
war years 1000+

Buhaug (8) model 10
outbreak 25+

Buhaug model 11
outbreak 25+

Buhaug model 12
outbreak 25+

Buhaug model 13
outbreak 25+

Upper bound effect (95% CI) 8:62× 106 7:10×104 546.9 1:45× 1040

Average effect of temperature 1.39 0.0199 3:27× 10−6 5:73× 10−9 2:46× 10−57

Lower bound effect (95% CI) 4:60× 10−11 1:51× 10−16 6:01× 10−20 4:20×10−154

This table replicates Buhaug table 3. Estimates are relative risk ratios from +1 °C. Models described in Buhaug. CI, confidence interval.
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When can we compare or consolidate results?

Must have (reasonably) comparable units.

Units of measure must be comparable (e.g. standardized to %).

Models must be structurally similar enough for comparison (e.g. local
linearization).

Methods should not have systematic bias relative to one another.

Must have limited publication bias.

Many times comparisons are a bad idea.

But sometimes they are essential (e.g. policy design) and should be done
carefully and thoughtfully.
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Replications with same effect and same error structure

Obs. i in multiple experiments indexed by j , with outcome variable y :

yij ∼ N(β, σ2)

where estimates are

β̂j =
1

n

∑
i

yij , σ̂2j =
σ2

nj

If experiments only differ by sample size nj (i.e. σ2 and β are the same for
all j), then we should pool observations into one mega-experiment:

β̃ =

∑
j

1
σ̂2
j
β̂j∑

j
1
σ̂2
j

=

∑
j
nj
σ2 β̂j∑
j
nj
σ2

=

∑
j nj β̂j∑
j nj

1
σ2
j

is called the precision of β̂j .
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Inter-personal conflict and climate
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Replications with same effect but different error structure
Obs. i in multiple experiments indexed by j , with outcome variable y :

yij ∼ N(β, σ2j )

We look for a weighted average of prior estimates:

β̃ =
∑
j

ωj β̂j

where ωj is the weight for study j .

Var(β̃) =
∑
k

∑
j

[
ωkωjCov(β̂k , β̂j)

]
If the studies are independent, then Cov(β̂k , β̂j) = 0 for all k 6= j and

Var(β̃) =
∑
j

ω2
j σ̂j

2

A reasonable goal: Minimize Var(β̃) subject to the constraint
∑
ωj = 1.



Replications with same effect but different error structure
Obs. i in multiple experiments indexed by j , with outcome variable y :

yij ∼ N(β, σ2j )

We look for a weighted average of prior estimates:

β̃ =
∑
j

ωj β̂j

where ωj is the weight for study j .

Var(β̃) =
∑
k

∑
j

[
ωkωjCov(β̂k , β̂j)

]
If the studies are independent, then Cov(β̂k , β̂j) = 0 for all k 6= j and

Var(β̃) =
∑
j

ω2
j σ̂j

2

A reasonable goal: Minimize Var(β̃) subject to the constraint
∑
ωj = 1.



Problem: σ21 = 1, σ22 = 3

Minimize: Var(β̃) = ω2
1σ̂1

2 + ω2
2σ̂2

2 = ω2
1 + 3ω2

2

Subject to: ω1 + ω2 = 1.
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Solution: Precision weights!

ωj =

1

σ̂2
j∑

j
1

σ̂2
j



Precision weights are a simple and general solution

The combined estimate

β̃ =
∑
j

ωj β̂j , ωj =

1
σ̂2
j∑
j

1
σ̂2
j

is optimal if effects are the same across studies, regardless of whether or
not error structure is the same across studies.

When do error structures change across studies?

- More orthogonal controls reduce residual variance

- Populations are subject to different disturbances

- Observational units are aggregated differently across samples
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Inter-group conflict and climate
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Going beyond the mean

A natural extension is to combine the full probability distribution for
effects (rather than just the mean):

B̃β =
∑
j

ωjNβ(β̂j , σ̂j)
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Summarizing results for climate and conflict

Table: Summary statistics for the distribution of effects across studies

Median β̃ σ(β̃) Percentiles of B̃β

5% 25% 50% 75% 95%
Intergroup 13.56 11.12 1.34 -4.60 5.80 10.20 14.30 32.00
Interpersonal 3.89 2.29 0.12 1.20 1.50 2.20 2.60 4.00

Hsiang, Burke, Miguel (Science, 2013)
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Sometimes cross-study differences seem inconsistent with
previously estimated within-study sampling variability

Precision-weighted β̃ = 7.9 (±4.2)



Hierarchical (random effects) model of research findings

Observations i in experiment j

yij ∼ N(βj , σ
2)

Which let’s us estimate β̂j for each study. The true βj ’s for the studies are
not the same, but have a distribution:

βj ∼ N(µ, τ2)

µ and τ are called hyperparameters, they have an unknown (possibly
non-normal) distribution.

Interpretation

Studies really do differ in substantive ways unrelated to sampling
variability in yij , however some component of their results is common
across studies (µ).

τ describes the extent to which studies describe fundamentally different
results.



Bayesian solution

The conditional posterior

βj |µ, τ, y ∼ N(β̆j ,Vj)

where

β̆j =

1
σ̂2
j
β̂j + 1

τ2
µ

1
σ̂2
j

+ 1
τ2

, Vj =
1

1
σ̂2
j

+ 1
τ2

Common component of studies is µ

µ|τ, y ∼ N(µ̂,Vµ)

where

µ̂ =

∑
j

1
1

σ̂2
j

+ 1
τ2

β̂j∑
j

1
1

σ̂2
j

+ 1
τ2

, V −1
µ =

∑
j

1
1
σ̂2
j

+ 1
τ2
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Meta-analysis: inter-group conflict
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Predicting true study-specific effects βj conditional on
hyperparameter τ
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Publication bias is always a major issue – check with tests
like p-curves

0 2 4 6 8

0

2

4

6

8

log sqrt degrees of freedom

lo
g 

t−
st

at

OLS (all)  = 0.38

OLS (temp) = 0.45

Solomon Hsiang Comparing and consolidating empirical findings



Pinning down numbers informs policy!

Standardized temperature change by 2050:
Most inhabited areas warm 2-4σ

1 2 3 40

Standard deviations

Median temperature effects:

+3.9%/σ for interpersonal conflict

+13.6%/σ for intergroup conflict
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Can we consolidate and unify all quantitative human
knowledge in real time?

Solution: Crowd-sourcing empirical results from the researchers that
produce them (think Wikipedia for empirical findings).

“Distributed Meta-Analysis System”
Rising & Hsiang (2014)

dmas.berkeley.edu
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