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Purpose of Talk

m Have one’s cake

— Define a class of parameters, and general estimation method, so
that one can use the data to both define the question of interest
(parameter of interest).

m And eat it too

» using the same data to estimate and draw inferences about that
parameter

Methods based on Defining a class of target
parameters and a method that maps the data
into a choice of target parameter
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Dredging with dignity

m The goal is deriving honest inference for interesting statistical
parameters that are not defined before examining the data

m Based on different versions of a cross-validation approach that have

different assumptions on the algorithm that generates the target
parameter

» Use the training samples to define parameter of interest, and
estimate and derive inference of this parameter on the validation
samples.

m Depending on how aggressive the procedure is to find the pattern
(parameter) of interest then in the extreme cases,
— one must keep the pattern finding, and estimation/inference
completely separate to
> use the same (entire) data set for both

See van der Laan et al. (2013).
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Examples

m Comparing the future prediction accuracy of prediction algorithms

m Using prediction methods for global tests of the association of large collection of
variables and an outcome.

Sub-group analysis

m Estimating the impacts of treatment (exposure) in non-pre-specified groups.

Parametric Regression Analysis

m Data adaptive selection of parametric regression model for estimating adjusted
association.

Causal Inference

m Data adaptive estimation of treatment mechanism, for implementation of
estimators, and/or defining the causal parameter (e.g., defining natural direct
effect as stochastic intervention based on mediator distribution estimated from
training sample).
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Formal Set-up

m O1,...,0, beiid. with probability distribution Py known to be an
element of a statistical model M.

m B, € {0,1}" be a random vector of binaries, independent of
(O1,...,0p), that defines a random split into an estimation-sample
{O;i : Bn(i) = 1} and parameter-generating sample {O; : B,(i) = 0}.

m For ease, let B, corresponds with V-fold cross-validation scheme:
i.e., {1,...,n} are divided in V equal size subgroups,

— estimation-sample defined by one subgroup and the
parameter-generating sample is its complement.

— Thus, there are V such combination of parameter-generating and
estimation samples.
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Definition of Data Adaptive Parameter

m For split B,
— PY g = empirical distribution of the
parameter-generating sample
— P} g the empirical distribution of the
estimation-sample.

n mePSB : M — R be a parameter mapping

n \TJBmPoB : Mnp — R be a corresponding estimator
of this parameter.
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The Statistical Estimand

m The data adaptive estimand 1), ¢ is given by:
wn = {I}('Dn) = EBn\/I\JB,,,Pan(Prlr,Bn)'

m Goal of theorem - Prove that \/n(v, — 1n0) converges in
distribution to mean zero normal distribution with variance o2, which
can be consistently estimated.

m True if ¢, = ﬁJ(P,,) is an asymptotically linear estimator of 1, o with
influence curve IC(Pp):

¢n - ¢n,0 = (Pn - PO)IC(PO) + OP(]-/\/E)'

m Implies that \/n(y, — ¢n0) converges to a mean zero normal
distribution with variance 02 = Po/C(Py)?, where
Pof = [ f(0)dPo(o) represents expectation operator w.r.t. Py.
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No splitting - Parameter defined and estimated on same data

Theorem

Assume that Wp(P,) is an asymptotically linear estimator of Wp(Py) at Py with
influence curve /Cp(Po) uniformly in the choice of parameter P in the following sense:

\’I)Pn(P”) - "I\lpn(PO) = (P" - PO)ICPn + th

where R, = op(1/+/n). In addition, assume that Po(/Cp,(Po) — ICp,(Po))?> — 0 in
probability and ICp,(Po) is an element of a Po-Donsker class with probability tending
to 1. Then,

Wp, (Pn) — Wp,(Po) = (Ps — Po)ICr,(Po) + 0p(1/+/n),

so that /(2 — Wp, (Py)) is asymptotically normally distributed with mean zero and
variance o2 = P, ICp,(Po).

Implications

m Given one is estimating a data-adaptive parameter defined by one data-adaptive
operation, and not an average of V data-adaptive parameters, it is potentially
easier to interpret and explain to others.

m Relatively strong assumptions on the adaptability of the algorithm, which
produces data adaptive parameter.
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CLT for Cross-Validated Approach

m Given (B,, PP g), (I\JB,,,POB is an asymptotically linear estimator of Wg_po . (Po)

at Py with influence curve ICB,,,POB (Po):
U, po (Pog,) = Vg, po, (Po)=(Prs, — Po)ICs, o (Po)+0p(1//n).

m Assume: Po(IC, po (Po) — IC,(Po))? — 0 in probability, where IC,(Po) is a limit
influence curve that can still be indexed by the split v.
m Then,

1
Vs = bno) = 3, S VVA/0/V(Phs, — Po)ICa, . (Po) +0p(1/v/)
converges to a mean zero normal distribution with variance
» 1 EV: 2
o° = vV oy,
v=1

where o2 = PoIC2(Py).

. . 2. s 2_1\V pl 0 32
m A consistent estimator of o° is given by o, = 4, >/ _; Pr g, ICB"’PS,B,,(P"’B")
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Algorithm and Implications of Theorem

m Use the training sample to define the parameter and then uses the
corresponding estimation (validation) sample to estimate the
parameter.

m Average the estimates of these data-adaptive parameters over the V
estimation samples.

m Derives inference via the influence curve on each validation sample
and uses these n realizations (overall all validation samples) to derive
an estimate of the sample variance.

m If data adaptive parameter is interesting, a simple mechanism to use
the data to define an interesting parameter (exploratory analysis) and
then estimate and derive consistent inference (confirmatory analysis).

m Has a CV-TMLE augmentation that increases efficiency and
"smoothness” of estimator.
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Conclusions

m Data adaptive parameters based on this cross-validated approach
open up a new set of interesting parameters.

m New definition of parameter of inference can retrieve straightforward
inference whereas the equivalent non-data-adaptive parameter of full
data can be difficult to derive sampling distribution.

m Covers naturally many standard practices involving model selection
(e.g., type of backward selection based on change in coefficient
methods).

— Can add formal inference to current data-adaptive techniques
currently lacking them.

m Lots of interesting applications in bioinformatics, high dimensional
clinical data, etc.

m But, work needs to be done on when various methods will yield
trustworthy inference.
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